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Abstract

It is widely recognised that the appropriate representation for expert
judgements of uncertainty is as a probability distribution for the unknown
quantity of interest. However, formal elicitation of probability distribu-
tions is a non-trivial task. We provide an overview of this field, including
an outline of the process of eliciting knowledge from experts in probabilis-
tic form. We explore approaches to probabilistic uncertainty specification
including direct elicitation and Bayesian analysis. In particular, we intro-
duce the generic technique of elaboration and present a variety of forms
of elaboration, illustrated with a series of examples.

The methods are applied to the expression of uncertainty in a case
study. Mechanistic models are built in just about every area of science
and technology, to represent complex physical processes. They are used
to predict, understand and control those processes, and increasingly play
a role in national and international policy making. As such models gain
higher prominence, recipients of their forecasts are increasingly demanding
to know how accurate they are. There is therefore a growing interest in
guantifying the uncertainties in model predictions.

Uncertainty in model outputs, as representations of reality, arise from
uncertainty about model inputs (such as initial conditions, external forcing
variables and parameters in model equations) and from uncertainty about
model structure.

Our case study is based on the She¢eld Dynamic Global Vegetation
Model (SDGVM), which is used to estimate the combined carbon flux from
vegetation in England and Wales in a given year. The extent to which
vegetation acts as a carbon sink is an important component of the debate
about climate change. We show how dizerent approaches were used to
characterise uncertainty in vegetation model parameters, soil conditions
and land cover.
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1 Introduction

Expert judgements are extensively used to aid analysis and decision making in
contexts where the available evidence is very limited, of mixed quality or only
indirectly relevant. Their ability to assimilate complex and equivocal evidence,
and to interpret it in the light of broader experiences make the judgements of
experts invaluable in many applications.

The situations in which expert judgement is sought are characterised by
uncertainty. We use expert opinion in order to obtain the most informative
judgements and so we hope to minimise uncertainty, but it is unreasonable
to hope to eradicate it. An important aspect of eliciting expert judgement
is to characterise the expert’s uncertainty accurately, and in particular not to
understate that uncertainty.

This article is divided into three main sections. In Section 2 we explore the
probabilistic representation of expert opinion. Although other representations
have been suggested, we first argue that probability is the uniquely appropriate
form in which to express the expert’s knowledge about uncertain quantities. \We
then briefly consider dicerent approaches to specifying probability distributions
to represent expert knowledge about one or more uncertain quantities, with
reference to the substantial literature in this field.

Section 3 introduces elaboration methods, which are ways of structuring the
elicitation in terms of other quantities which may be easier to elicit. This is valu-
able particularly for simplifying the task fo multivariate elicitation. Techniques
of elaboration to separate information sources and to create independence, hier-
archical, parametric and nonparametric elaboration are discussed and illustrated
with a series of examples.

Section 4 is a case study illustrating various elaboration approaches. One of
the major areas in which expert judgements are used is to provide knowledge
about uncertain parameters in some mechanistic model, whose output will be
used to inform scientific understanding or decision making. We describe the
application in some detail and show how dicerent approaches were used to
specify uncertainty about dicerent groups of parameters.

2 Overview of probabilistic representation
2.1 Why probabilities?

How should we represent uncertainty? There are overwhelming arguments in
favour of probability as the uniquely appropriate representation. First, there
are axiomatic treatments which demonstrate that a person who wishes to make
coherent decisions in the face of uncertainty must make those decisions according



to a probability distribution. One of the simplest developments is given by
DeGroot (1970), based on earlier work by Savage (1954). The ingredients of the
theory are axioms about ‘coherence’; coherent decisions satisfy natural logical
conditions and prevent the person from being a ‘sure-loser’, i.e. being subject
to a series of bets which guarantee a loss overall. For instance, if the person
prefers decision A to B and B to C then they must also prefer A to C. It is
important also to recognise that the theorems do not imply that the person
consciously uses some specified probability distribution, only that in order to
make coherent decisions it is necessary to make them as if according to an
underlying probability distribution (and a utility function for the outcomes of
the decisions). By observing the decisions made by a coherent decision-maker,
it would be possible in principle to deduce his or her underlying probability
distribution.

A simplified argument based on the notion of fair bets is given in O’Hagan
(1988), where it is shown that such bets must imply probabilities that behave
according to the usual probability laws. These axiomatic results are relevant
because if we represent uncertainty in a way which does not obey the laws of
probability then decisions made on the basis of such a representation will not
be coherent. Indeed, formulations which defy the laws of probability are often
demonstrably, or even obviously, flawed. In particular, fuzzy logic has sometimes
been advocated as an alternative to probability theory, yet has undesirable
consequences. A critique is given by Lindley (1987).

From the perspective of the philosophy of science, Howson and Urbach (2006)
present an extensive justification of the use of probability as the basis of scientific
induction. Less mathematical or formal arguments reason from the way that
probability naturally expresses uncertainty in random events. Alternative, but
similarly compelling, axiomatic or rational arguments do not appear to have
been advanced for other ways of representing uncertainty.

2.2 Approaches to quantifying uncertainty

Having argued for the inevitability of probability for representing uncertainty,
this is not to say that probability distributions for uncertain quantities are easy
to specify. Indeed, this is itself often given as a reason for abandoning prob-
ability in favour of some other representation. However, as we have seen in
the particular case of fuzzy logic, any other approach sacrifices logical consis-
tency/coherence. Our view is that careful formulation of probability distribu-
tions to represent expert knowledge may be costly, in terms of the time and
energies of both the expert(s) and the facilitator, but that this is often more
than justified by the value of expert judgements. One purpose of this article
is to demonstrate that formulating expert judgements in probabilistic form is
a practical reality, and hence that to decline to do so is misguided, defeatist
and wasteful of valuable information. (See O’Hagan and Oakley, 2004, for some
related discussion.)

For the purposes of this article, we identify three ways of formulating prob-
ability distributions.



1. Direct elicitation. Elicitation is the name usually given to the process of
extracting expert knowledge about one or more uncertain quantities in
the form of a (joint) probability distribution. Some basic principles of
elicitation are set out in Section 2.3. By ‘direct elicitation’ we shall mean
elicitation by asking the expert directly about the quantities of interest.

2. Elaboration. The alternative to direct elicitation is to express the quan-
tities of interest in terms of other quantities, to elicit probability distri-
butions for those constituent quantities (by direct elicitation) and then
to derive the implied probability distribution for the quantity of interest.
This is called ‘elaboration’ by O’Hagan (1986) and is also known in the
elicitation field as ‘structuring’.

3. Bayesian analysis. When data are available to inform the values of uncer-
tain quantities, we can apply statistical methods to make inference about
them. Bayesian inference is the appropriate paradigm here, with the pos-
terior distribution being the required representation of uncertainty. Bayes’
theorem is another form of elaboration, but it is useful to consider it as a
separate technique.

Data are clearly brought explicitly into the process of specifying uncertain-
ties when we use Bayesian analysis, whereas in direct elicitation they enter only
implicitly as part of the expert’s thoughts when forming the elicited judge-
ments. In elaboration, data may be used in various ways to inform some of
the constituent quantities. Direct elicitation always features, even when using
elaboration (for some or all of the constituents) or Bayesian analysis (for the
prior distribution), but it may be less influential in these methods. Note that
in Bayesian analysis the expert’s judgements are taken as formulating the prior
distribution, and for this purpose the expert must not be aware of the data that
are to be explicitly incorporated via Bayes’ theorem. This limits the usefulness
of Bayesian analysis when there is appreciable expert knowledge to complement
the explicit data. In contrast, in direct elicitation (and in most forms of elab-
oration) the expert is supposed to be aware of all relevant data and to have
incorporated that knowledge in the elicited judgements.

The relevant interpretation of probability for the expression of expert judge-
ments is that of personal probability, or subjective probability — probabilities
represent personal degrees of belief in whether the uncertain quantity will take
particular values or will lie in particular ranges. The use of expert judgement
inevitably entails the idea that the expert’s beliefs and knowledge are dicerent
from those of other, less expert, people and hence the expert’s probabilities are
personal.

It is important to remember that in principle we need a full joint probability
distribution for all the uncertain quantities of interest. Eliciting joint distribu-
tions for two or more quantities is di€¢cult, and as yet few methods have been
explored to provide guidance; see Daneshkhah and Oakley (2010). If the quanti-
ties are independent (in the judgement of the experts) then it is enough to elicit
marginal distributions for each quantity independently. It is also important to



recognise (and to clarify for experts) what a judgement of independence entails
in the context of subjective probabilities. Teaching of elementary probability
and statistics usually introduces independence for events if they are mechani-
cally independent, i.e. there is no physical connection in how the random events
are generated. When probability is a personal judgement, to assert that two
uncertain quantities are independent in the judgement of an expert is to say
that if the expert were to learn something about one quantity it would not alter
his/her judgements about the other.

Since methods for eliciting a distribution for a single uncertain quantity are
relatively well researched and understood, independence greatly simplifies the
task of eliciting a joint distribution for several quantities. In practice, therefore,
it is common to attempt to reformulate the task by elaboration in terms of
independent quantities.

2.3 Principles of elicitation

There is a considerable literature on elicitation, covering the fields of statistics,
psychology, economics, decision analysis and others, and reviewed by O’Hagan
et al (2006). A recent review in the ecological literature is Kuhnert et al (2010).
When expert knowledge is important it is usual to adopt a formal elicitation pro-
cedure managed by a facilitator with expertise in probabilities and the process
of elicitation. The facilitator’s role is to ensure that the finally elicited dis-
tribution represents as accurately as possible the beliefs and knowledge of the
expert(s). This requires an understanding of the research, much of it in the
psychology literature, about how people judge probabilities. Some help for as-
piring facilitators is available in the SHELF (SHeceld ELicitation Framework)
package (http://tonyohagan.co.uk/shelf).

We present here the key elements of elicitation. Before discussing the actual
process of eliciting specific judgements and deriving a probability distribution,
it is important to appreciate that practical elicitation has other important com-
ponents. The elicitation typically involves the following stages.

1. Recruitment of experts. This important first step involves identifying one
or more experts with the relevant expertise, trying to ensure that all the
major opinions are represented. The selected experts need to be recruited
and committed to the task.

2. Orientation and training. Experts need to know something about the
problem to which their opinions will contribute. It is useful at this stage to
identify any potential conflicts of interest and to explore what each expert
contributes to the pool of knowledge and opinion. Finally, it is extremely
important to train the experts. Their expertise almost inevitably does
not lie in probability, and the tasks that will be required of them will be
unfamiliar to them. They also typically interpret probability according
to the traditional long-run-frequency definition, rather than as a personal
judgement.
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3. Definitions. It is vital to define precisely the quantities to be elicited. At
this stage it is also appropriate to consider elaboration as discussed in
Section 3

4. Initial elicitation. Only after these preliminary steps is it appropriate to
elicit specific judgements from the experts, either individually or together
by discussion. Preliminary specifications of probability distributions are
usually derived at this stage.

5. Feedback and revision. The facilitator will now show the experts their
judgements in various ways designed to provoke discussion and the pos-
sibility of revision. Revision of judgements is appropriate if they have
unintended consequences, such as suggesting a bimodal distribution or
very thin tails.

6. Recording. It is useful to create a formal record of the procedure and of the
outcomes, so that the way in which the resulting probability distributions
have been arrived at is documented and transparent.

This is just one of many ways to characterise the process, and useful formula-
tions of elicitation protocols are also given in Low Choy et al (2009) and Knol et
al (2010). See also the practical comparison of dicerent elicitation mechanisms
in O’Leary et al (2009).

When several experts are involved, some practitioners elicit distributions
from them separately and then apply a rule to combine them into a single
distribution. However, several such rules of combination have been proposed
and they all appear to have deficiencies, so that there is no consensus on a
good choice; see O’Hagan et al (2006), section 9.2.2. The alternative is to
bring the experts together with a view to eliciting a consensus distribution.
This introduces additional challenges in assembling the experts and managing
the interaction between them but has the benefit that it allows the experts to
debate and share information. The SHELF system takes the view that group
elicitation is the better approach.

We now review the principles of eliciting a single probability distribution.
So consider a single uncertain quantity X. Since X can usually take any value
in some range (e.g. any positive number) it is impractical to elicit the distri-
bution in detail — this would entail eliciting probabilities such as P(X - )
for all possible x values. In practice, we can only expect to obtain from an
expert a rather small number of judgements, after which it becomes di¢cult for
the expert to distinguish the necessary fine details or to avoid having answers
heavily influenced by previous judgements. Therefore, we ask only for a small
number of judgements. The quantitative judgements that are used in elicitation
are almost invariably evaluations of probabilities. Although we might ask the
expert to assess quantities such as means and variances, the evidence from the
experimental literature is generally that these are evaluated less accurately than
probabilities; see O’Hagan et al (2006), section 5.2.3. Moments are cognitively



more complex constructs and highly sensitive to the thickness of a distribution’s
tails.

Practical elicitation is therefore based on judgements of probabilities. One
example might be the quartile elicitation procedure in the SHELF system:

2 Elicit the expert’s median M, being the value for which the expert judges
P(X > M) =P(X < M).

2 Elicit quartiles L and U such that the expert judges P(X < L) = P(L <
X<M)and P(M < X <U)=P(X >U).

The judgement of equal probability is one that experts generally find rela-
tively straightforward conceptually, and for which there is some evidence that
these judgements are accurate. The quartiles might be augmented with a small
number of additional probability judgements selected by the facilitator, but the
elicitation will rarely attempt to get more from the expert than this.

Based on a small number of judgements like this, the facilitator now fits a
distribution. For instance, if L and U are more or less equidistant from M it
may be appropriate to fit a normal distribution. There will be potentially many
distributions that would fit the expert’s judgements acceptably well, but the fa-
cilitator is free to choose any distribution that he/she feels will not misrepresent
the expert’s beliefs. Whilst this may appear cavalier, the resulting distribution
will often be adequate for the purpose for which the elicitation is being per-
formed. There are two reasons for this seeming complacency. First, it is usually
most important to capture features of the distribution such as location, spread
and general shape, which can be deduced reasonably accurately from the elicited
judgements. That is, the analysis for which the elicitation is carried out is rarely
sensitive to more subtle features of the distribution. The second reason is that
the facilitator’s choice is really quite constrained. Any two distributions having
(close to) the specified probabilities and a realistic shape (unimodal and not
highly skewed) will look very similar to each other. (Although bimodality or
high skewness are quite feasible beliefs for an expert to hold regarding X, it will
generally become apparent in the elicitation that the facilitator should explore
such possibilities. Then appropriate probabilities can be requested and suitable
distributional forms fitted.)

Nevertheless, it is wise to check whether the fitted distribution does conform
to the expert’s beliefs. For instance, while it may only be necessary to elicit
two separate judgements (e.g. the median and upper quartile) in order to fit a
normal distribution it is sensible to elicit at least a third judgement (such as the
lower quartile) in order to check the suitability of this choice. This is called over-
fitting, i.e. eliciting more judgements than are strictly necessary to fit a preferred
convenient family of distributions, in order to test the validity of that choice.
The feedback step in the elicitation procedure (step 5) is another way to carry
out such a check — for instance, the facilitator might fit a normal distribution
and then feed back the 80th percentile for confirmation by the expert.

Elicitation is clearly an imprecise exercise, not just because of the some-
what arbitrary nature of the fitted distribution but also because the expert’s



probability judgements are inevitably imprecise. We have argued that the im-
precision will often not matter in practice, but it is wise to check this. Allowing
for a range of fitted distributions, and also for a fitting to probabilities that
are within a range of accuracy of the elicited judgements, we can carry out a
kind of sensitivity analysis — does such variation in the distribution lead to
material changes in the subsequent analysis? This is related to the approach of
imprecise probabilities (Walley, 1991), robust Bayesian analysis (Berger, 1984)
or interval analysis (Ferson and Oberkampf, 2009), but those methods may be
over-cautious because they do not allow for the reasonable notion that probabili-
ties and fitted distributions at the extremes of the ranges are much less plausible
than choices close to those originally elicited and fitted. A Bayesian approach in
which imprecision is formally modelled is given by Oakley and O’Hagan (2007).

Thus stage 3 of the above elicitation procedure generally consists of two
steps, (a) eliciting a few well-chosen probability judgements and (b) fitting a
suitable distribution. For a single uncertain quantity, this is a quite standard
and well-used approach, with plenty of guidance available in the SHELF pack-
age. As indicated already, eliciting a joint distribution for several quantities is
generally harder and there is less knowledge in the field about good practice. In
particular, it is not clear what kinds of joint or conditional probabilities can be
most usefully and reliably elicited in step (a), and we have a rather limited choice
of multivariate probability distributions for fitting in step (b). Elaboration in
terms of independent quantities is currently the best approach.

3 Elaboration

The use of some particular forms of elaboration in elicitation is certainly not
new, but it has not previously been formulated or explored as a general concept.

The term ‘elaboration’ was introduced by O’Hagan (1986) in the context
of specifying individual subjective probabilities. The idea is that in order to
specify the probability P(F) of a proposition E it may be useful to express it in
terms of other probabilities that are easier to judge. For instance, suppose that
E is the proposition of getting at least one 6 when tossing three dice. If | were
asked to judge P(F) by direct evaluation, | would find it di¢cult to choose a
value. | might say 0.5 or 0.45, but such assessments would be relatively crude.
Instead, a better approach is to think in terms of the three separate dice values,
giving a probability ¢ 1 to getting a 6 W|th gach and judging these propositions

to be independent. Then P(E) =1 j 5 = 2L = 0.4213. The judgements
regarding individual dice were easy to make (because | have no reason to expect
any individual face to appear more often than any other), so this is a simple
and accurate judgement of P(F).

We extend the idea now to consider constructing a probability distribution
for an uncertain quantity X by expressing it in terms of distributions for other
quantities that may be easier to elicit.



3.1 Elaboration by information sources

One of the most useful elaborations for probabilities is Bayes’ theorem. Suppose
that your information about X comprises some data y as well as prior informa-
tion H. The distribution for X should make use of both prior information and
data, and so is f(xjy, H). (We use the symbol f generally to represent a distri-
bution expressed as a probability density function.) Bayes’ theorem expresses
this as a posterior distribution proportional to the product of the prior distrib-
ution f(xzj H) and the likelihood f(yjx, H). These are usually easier to specify
than f(zjy, H). The prior distribution is more straightforward to think about
because we do not have to mentally combine the two sources of information,
prior and data, and specifying the likelihood for the data is a familiar statistical
modelling task. Bayes’ theorem is a useful elaboration because it separates the
two sources of information. It is so important that in the context of Bayesian
statistical analysis elicitation is invariably thought of as a tool to formulate the
prior distribution. It could in principle be used to elicit the posterior distrib-
ution directly, but in practice Bayes’ theorem is a much more reliable way to
evaluate a posterior distribution.

When eliciting a prior distribution, or when there is no data that can be
reliably be modelled through a likelihood, other forms of elaboration can be
equally powerful. One useful general device is to express X as some function of
other uncertain quantities,

X =9(Zl7' o 7Zk)'

Then the distribution of X can be obtained from that of Z = Z3,..., Zx, by
standard techniques for functions of random variables. However, the application
of this elaboration requires the full joint probability distribution of Z to be
elicited first, and we have remarked above on the diC¢culty of eliciting joint
distributions. This kind of elaboration is useful specifically when all (or most)
of the Z;s are independent.

Example 1: Nitrate pollution

In this example a new technique is proposed to reduce the level of nitrates in
a river by treating groundwater in a trench as it enters the river. We wish to
use expert judgement on the level of nitrates that will be found in the river if
this technique is implemented, in order to determine its cost-ecectiveness. The
expert will be able to draw on evidence concerning current nitrate levels and the
performance of the technique in test conditions, although there is uncertainty
due to sampling in these data. Additional uncertainties concern what proportion
of the nitrate in the river derives from the groundwater sources to be tackled with
this technique, and about how performance in test conditions will translate into
performance in situ. It is natural to express the nitrate level after (X) in terms
of the level before (Xp), the proportion of current nitrate pollution that is due
to the identified groundwater sources (P), the proportion of nitrates removed
by the new treatment under test conditions (R) and a factor (F) representing
the degree to which that performance will be achieved in situ, through the



equation X = Xo(1 § PRF). The expert might be willing to regard these four
components as independent.

In this example, the Z;s are Xy, P, R and F. Each of these is simpler to
think about than X. Furthermore, there is dicerent information relating to
each. Distributions for X, and R can be derived from existing data (possibly
with the use of Bayes’ theorem). There is unlikely to be specific evidence for P
or F' so distributions for these will be elicited directly from the expert.

This kind of elaboration is useful because it separates the elicitation of X
into several simpler elicitation tasks. A formulation in which each of the Z;s
has distinct evidence will simplify the tasks because the expert does not need to
synthesise many information sources in his/her head at once. Furthermore, this
separation also naturally lends itself to judgements that the Z;s are independent.
Note also that the best knowledge for dicerent components may lie with dicerent
experts, so they may be elicited in separate sessions.

As another example of this kind of elaboration, it is common to find situa-
tions in which expert input is required on a new quantity while there is good
evidence on a similar but not identical quantity. Elaboration in terms of the
similar quantity and a variable denoting the dicerence between this and the new
quantity has exactly this property of separating the information sources.

Often, a suitable elaboration can be suggested simply by observing how an
expert addresses the task of eliciting a distribution for X, and the nature of the
dizerent evidence sources that he/she considers relevant to that task.

3.2 Elaboration for independence

The preceding examples illustrate how elaboration can be useful when we only
wish to elicit a distribution for a single quantity, and even if this entails eliciting
distributions for two or more other quantities. Elaboration can also be used to
deal with eliciting joint distributions for two or more quantities by reducing the
problem to eliciting independent distributions. We sometimes refer to this kind
of elaboration as structuring.

Example 2: Two drug treatment excects
In this example a clinical trial will compare the ecects of two drugs for treating
the same medical condition. Let A and B be the observed erects of treatments
1 and 2 respectively in the trial; we wish to elicit expert opinion regarding
these two unknown quantities. The first question is whether the expert (or
experts) judges A and B to be independent. Remember that the appropriate
interpretation of independence here is that if an expert were to learn more about
A it would not change his/her beliefs about B. It is likely that they will not be
independent. Specifically, if A were to turn out to be larger than expected then
this suggests that the patient group recruited for the trial has higher responses
than usual, and the expert would increase his/her estimate of B accordingly.
We need to consider structuring approaches to break this dependence.

First suppose that treatment 1 (T1) is a standard treatment while treatment
2 (T2) is a new drug. In this situation it is common to think in terms of the
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ermect of T2 relative to the standard treatment T1. This could be the incremental
ecect B j A but is more usually the relative ecect (or relative risk if the ecect
is mortality or some other undesirable outcome) B/A. The expert(s) might be
willing to think of this relative exect as independent of the standard treatment
eocect A. Then we have a simple structuring in terms of independent variables
A and C = B/A. We elicit separate distributions from the expert(s) for A and
C and use these to derive the joint distribution of A and B. Elaboration of this
kind forms part of the approach described in Nixon et al (2009).

This is an example of the simplest kind of structuring, where k uncertain
quantities X = (X31,..., Xx) are expressed as a function of k£ other quantities
Z = (Z,...,7Zy), such that the Z;s are mutually independent. We next consider
situations in which we may require more than & components in Z.

3.3 Hierarchical elaboration

Hierarchical modelling was introduced as a general concept into Bayesian statis-
tics by Lindley and Smith (1972). A simple example is when we wish to specify
prior distributions for the mean yield obtained from growing each of 5 dicerent
varieties of wheat. An expert would not generally judge these to be independent,
because learning that some varieties produce higher yields than he/she expected
would lead to increased expectations for other varieties. The hierarchical model
of exchangeability that was proposed by Lindley and Smith and has been widely
used since would express the yields X3,..., X5 as X; = M + D;, where M is an
overall mean yield averaged across the spectrum of these and similar varieties
and D; is a deviation of X; from this overall mean. Under the exchangeability
model, M, Dy, ..., Ds are independent. Positive correlations between the X;s is
broken by introducing the overall mean M. This is closely related to elaboration
by information source because M causes correlation by being common to the
X;s. The elaboration separates information about overall level from information
about variation between varieties.
Here is a rather more complex example.

Example 3: Bird abundance
This example concerns the abundances (numbers present per hectare) E, F'
and G of three woodland species of bird in a given forested region. The expert
would typically not regard these as independent; learning about the abundance
of one species would change beliefs about the others. However, the direction of
this dependence would not always be the same. Observing a high abundance of
one species will suggest high values for the others if there is large uncertainty
about the overall abundance of birds in the forests, but would suggest lower
abundances for other species if they compete for food supplies and there is less
uncertainty about overall abundance.

Having identified the overall abundance as driving correlation, it is natural
to try to resolve that correlation by conditioning onit,so let7 = E+F+G+ H
be the total abundance of the birds in this forest, where H is the abundance
of all other species. Also let Pp = E/T, Pr = F/T and P = G/T. The
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expert may now judge 7' to be independent of Pgr, Pr and Pg. However, it is
not reasonable to suppose Pg, Pr and Pg independent — a higher value of one
will suggest lower values for the others because their sum is constrained to be
less than 1. The structuring has separated out the overall abundance factor T,
whose uncertainty drives positive correlations between E, F' and G, from the
relative abundances Pg, Pr and Pg which are concerned with competition and
are negatively correlated. In this case, the correlation between Pg, Pr and Pg
is not a practical bar to eliciting a joint distribution because there exists (a) a
suitable family of distributions for such variables, the Dirichlet family, and (b)
research concerning how to elicit judgements for fitting a Dirichlet distribution;
see Chaloner and Duncan (1983). Alternatively it is possible to apply a further
structuring, because in the Dirichlet distribution there is independence between
Pg, Pr/(1 § Pg) and P;/(1 i Pg i Pr), which breaks the Dirichlet’s negative
dependence.

A statistical note here is that if we elicit a gamma distribution for 7" and
a Dirichlet distribution for Pg, Pr and Pg then E, F and G will be posi-
tively/negatively correlated depending on whether the shape parameter of the
gamma distribution is less/greater than the sum of the parameters of the Dirich-
let. This makes it clear how the strength of knowledge about 7" determines the
direction of the correlation.

The distinction between the simple structuring of Example 2 and the hier-
archical structuring of Example 3 can be seen clearly using some mathematical
notation.

Example 2 is an instance of simple structuring, in which we define a one-
to-one transformation from the vector X of quantities of interest to a vector
Z whose distribution is simpler to elicit. Often, the intention is that the ele-
ments Z; of Z are judged independent by the expert. Then by eliciting separate
distributions f;(z;) for each Z; we obtain the joint distribution

Y
F@ = fi(z)
and can derive the implied joint distribution for X from the usual change-of-
variables formula.

In hierarchical structuring we introduce a latent quantity, say W, such that
the distribution of X is simpler to elicit or model conditional on the value of
W. And specifically the structuring is often such that the elements X; of X be-
come independent conditional on W. Then we can elicit separate distributions
gi(x; jw) for the X;s conditional on w and g(w) for W. The distribution for X
is then obtained by marginalising with respect to W:

z Y
f= gw)  gi(zijw) dw .
Although eliciting conditional distributions is in principle di¢cult the structur-
ing typically identifies the precise way in which each X; depends on W. As a
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result, we can generally identify a transformation (technically known in statis-
tics as a pivot) Z = ¢(X, W) whose distribution does not depend on W, from
which g(xjw), or in the case of conditional independence the g;(x; jw), can
be simply derived. In Example 3, ¢ is the function that expresses F, F and
G, with T, as the ratios Pg etc. This is a pivot because the ratios are judged
independent of 7.

Of course, it is important that the distribution of W is also feasible to elicit.
In Example 3, W is the total abundance 7" and the fact that it is just a scalar
quantity means that it is not hard to elicit a distribution for. When W is a
vector of two or more quantities, further structuring may be used to simplify
the specification of its distribution.

3.4 Parametric and nonparametric elaboration

We continue this development of elaboration methods by addressing problems
with many uncertain quantities.

Example 4: Dose-response

A pharmaceutical company wishes to predict the dose-response relationship for
a new compound. The uncertain quantity now is a function R(d), that gives
the response for any dose d. It is, of course, not straightforward to elicit expert
opinion in this case; in principle the function represents an infinite number of
uncertain quantities. The obvious and simplest way to proceed is to assume a
particular form of response, such as a probit model; R(d) = ©(a(d j 5)) where
© is the standard normal distribution function and « and 3 are the parameters
of the probit model. This reduces the elicitation problem to eliciting expert
judgements about « and S (which will not usually be done by direct elicitation
but by eliciting distributions for points in the curve, by extension of the approach
of Kadane et al, 1980).

This example raises an important issue because the assumption of a probit
(or other similar) model places restrictions on the possible shapes of the dose-
response function R(d). If the resulting distribution for R(d) is viewed as a
representation of the expert’s beliefs, then the implication is that the expert
is absolutely certain that the function will follow the assumed shape. More
generally, this is just an instance of the general elaboration

X =g(2) .

We have already considered cases where Z has the same number of elements
as X (simple structuring), more elements than X (elaboration by information
sources or hierarchical elaboration), but Example 4 illustrates a case where it
has fewer elements, which we call parametric elaboration. In Example 4 X is
R(d) and has erectively an infinite number of elements, whereas Z is («, 5) with
just two elements, so the dimension reduction is dramatic, but wherever Z has
fewer elements than X the elaboration implies an assumption about the possible
combinations of values for the elements of X.
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From one point of view, this is no dicerent from assuming a particular dis-
tributional form at the stage of fitting a distribution to the elicited summaries.
The expert cannot realistically specify beliefs about the function R(d) for all, or
even a large number of, the possible values of d, so some way to cut through the
dimensionality is essential in practice. Another example of parametric elabora-
tion is provided by Denham and Mengersen (2007), who use a software package
(James et al, 2010) to fit an assumed logistic regression model for the geograph-
ical distribution of the brush-tailed rock-wallaby.

However, a parametric elaboration should not just be imposed on the expert
without checking whether it is indeed an adequate approximation to their un-
derlying beliefs. Techniques of over-fitting and feedback can be valuable for this
purpose. For instance, in the case of Example 4 instead of eliciting judgements
from the expert about R(d) at two values of d (which is all that is needed to infer
distributions for « and ) we could ask about three values and check whether
they are consistent with the assumed model (over-fitting) or after fitting to
judgements about two d values we could feed back the implied distribution for
a third value.

If there is uncertainty about whether a particular parametric elaboration
is appropriate, we might ask the expert to propose several possible parametric
models, such that he/she is confident that the true relationship will fit one
or other of the models. Then we elicit probabilities for each of the models
containing the true dose-response relationship, and distributions for the various
model parameters. This is related to the technigue of Bayesian model averaging
(Draper, 1995).

As a further refinement in the dose-response example, the expert might adopt
a nonparametric model based on a Gaussian process. Oakley (2002) presents
an approach to eliciting beliefs in this form. Nonparametric elaboration does
not strictly constrain the possible values of X but it does constrain the kinds
of probability distributions that the expert can express for X. As such it is
entirely analogous to assuming a particular form of probability distribution for
a single uncertain quantity.

Our final example illustrates how some problems can demand complex elab-
oration using a variety of parametric models to make the elicitation manageable.

Example 5: Groundwater permeability

In modelling groundwater flow in a river catchment we are uncertain about
the permeabilities of the ground at dicerent locations. The groundwater model
is likely to be run using permeabilities of blocks of a certain resolution rather
than with point permeabilities, but nevertheless there are now many uncertain
quantities. An expert will not generally regard the permeability at one location
as being independent of permeabilities at neighbouring locations. Structuring
for this problem might combine factors such as the following:

2 Spatial correlation could be represented by a random field model.

2 Trends across the catchment might be represented by a regression model.
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2 The further exects of topography could be handled by additional covari-
ates.

This example will require complex structuring, as indicated by the above mod-
elling points. An elicitation showing some of these features was discussed in
O’Hagan (1998).

The message of the last two examples is the power of modelling. Conven-
tional statistical models are largely ways of structuring data. All such modelling
tools can be deployed to structure uncertain quantities for elicitation. So the
skill set of the facilitator includes statistical modelling as well as subjective
probability theory and psychology!

3.5 Elaboration and the problem context

The principles of elaboration as a generic methodology have apparently not
been formulated before in the elicitation literature, although it is true that all
of these techniques are familiar tools in some contexts. Particularly in Bayesian
statistical modelling, hierarchical models and parametric models are widely used
to structure prior knowledge. In this context the question of eliciting expert
judgements typically only arises after the structuring has been done, e.g. after
the hierarchical model has been formulated. Even in this situation, there may
be scope for further elaboration to simplify the task, but the contexts in which
elicitation is required are also more diverse and the potential for elaboration is
often not obvious in the way the task is posed. We highlight two such contexts
here.

1. Decision analysis. In decision analysis under uncertainty, a decision
problem is characterised by a set D of possible decisions and a utility
function U(d, x) specifying the value of taking decision d 2 D when the
value of an uncertain quantity X is X. The optimal decision rule is the
one which maximises expected utility U"(d) = E[U(d, X)]. In order to
evaluate this, we need to specify a probability distribution to represent
uncertainty about X. In general, we allow that X is a vector of uncertain
quantities. It comprises all those things that are uncertain but which
would arect the utility of a decision. The elicitation task is therefore
to express expert knowledge about X, and the uncertain quantities are
presented as part of the task. It is useful for the facilitator for such an
elicitation to be aware of the possibilities for elaboration to make the task
more manageable, particularly when there are many uncertain quantities.

2. Inputs to mechanistic models. Mechanistic computer simulation mod-
els, also known as process models, are widely used to represent complex
real-world systems. We discuss such models much more fully in Section 4,
where we refer to them as ‘simulators’. One of the key tasks (known as
uncertainty analysis) is to quantify uncertainty in the outputs of a simula-
tor, for which we need first to specify uncertainty in the simulator inputs
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X. Indeed, the simulator may be viewed as itself an elaboration (usu-
ally a very complex one) of the outputs in terms of the inputs, although
Kennedy and O’Hagan (2001) and Goldstein and Rougier (2009) empha-
sise the importance of also elaborating the discrepancy between simulator
and reality due to structural uncertainty. Elicitation is again the primary
method for doing this, and again the uncertain quantities are presented as
part of the task. They are the inputs that the process modeller deemed
to be needed to specify the real system. Elaboration is an important tool
that can easily be overlooked.

Suppose that in either of these contexts we apply an elaboration based on
X = ¢g(2Z), expressing the quantities to be elicited in terms of (independent)
quantities Z. Having elicited a probability distribution for Z it can be a com-
plex calculation to derive the implied (and required) distribution for X, and
having done so the resulting distribution for X is likely to be complex and far
from convenient to work with in the problem context of decision analysis or
uncertainty analysis of mechanistic models. The answer is to reformulate the
problem in terms of Z.

In the decision analysis problem the utility is U(d,x) = U(d, g(z)), which
expresses it as a function of z. Expected utility can be evaluated using expec-
tation of this utility function with respect to the (simpler) distribution of z, i.e.
U°(d) = E[U(d,g(Z2))]. In the uncertainty analysis of simulators, we can define
the inputs to be Z instead of X and modify the computer program that eval-
uates the model to take input z, apply the transformation x = g(z) and then
continue with the original computer code. An additional benefit of elaboration
in this context is that the behaviour of the simulator may be simpler and more
intuitive when expressed in terms of Z than X.

Example 6: Nuclear waste disposal

O’Hagan (1998) describes an application in which a simulator was built to quan-
tify the risks in a proposed deep underground repository for nuclear waste. One
set of uncertain inputs to this simulator were the hydraulic conductivities of
rocks around the proposed repository site (whose values influence how rapidly
any radiation travels away from the underground repository once the contain-
ment vessel has degraded). These conductivities were required on a grid of
locations and could vary from location to location, yielding a large number
of individual uncertain quantities C;. They were elaborated using a hierar-
chical model in which each conductivity was represented as an overall mean
log-conductivity M and deviations R; = (log C;) § M. The implied joint distri-
bution of the original conductivities

C,L' = eXp(M + R,L)

would have been complex. It is simpler to regard M and the R;s as the simula-
tor inputs, incorporating the above equation as a pre-processing step within an
extended model. When evaluating the impact of these uncertainties on the simu-
lator output, it is often interesting to identify which uncertain inputs contribute
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most to the output uncertainty, a technique known as sensitivity analysis. In
this simulator, we would expect M to have a strong impact on the rate of radi-
ation transport, since an increase in conductivity at all locations has a stronger
influence than an increase at a single location. The elaboration means that
instead of each C; having a modest impact we can identify a large impact with
M and small (possibly unimportant) impacts for the R;s.

Decision analysis is reviewed in Smith (1988), while uncertainties in mecha-
nistic models are discussed in Santner et al (2003), Saltelli et al (2004) and the

MUCM (http://mucm.ac.uk) Toolkit.

4 Case study: a mechanistic model for carbon
fluxes

4.1 Uncertainty in mechanistic models

Computer simulation models are extensively used in science and engineering,
and increasingly play an important role in decision and policy making. Some
of the earliest examples were simulations of nuclear power plants and weapons,
where the models took the place of experiments which could not be carried out.
They are used these days to design and predict the performance and safety
of almost every major engineering project, such as automobile/aero engines,
bridges, nuclear waste-disposal facilities or racing yachts. Another highly topical
area is environmental modelling — weather forecasting has long been the domain
for some of the most computationally-intensive models, and the debate on global
warming is heavily dependent on climate models. Mechanistic models are often
very complex and need to be implemented in computer programs that may
take hours (or even weeks) to run. By their nature, they are also most useful
when observations of the real process are di¢cult to obtain (for reasons of cost,
feasibility or ethics). In accordance with the growing literature on quantifying
uncertainties in such models, we will refer to the model (and specifically to its
implementation in a computer program) as a simulator.

The uses of simulators are also diverse, but are generally concerned with un-
derstanding and predicting complex real-world processes. Where understanding
is the primary focus, it is often the qualitative behaviour of the simulator out-
puts that are of interest. For instance, modellers may be looking to see if the
complex interactions of the model components suggest how new properties can
be achieved, or whether the existing science is able to explain real-world be-
haviour. In the more high-profile uses of simulators, though, the objective is
to predict (and thereby to control, optimise or prepare for) behaviour of the
real-world process. Then it is not usually enough if the simulator outputs are
qualitatively correct; we need them to be quantitatively accurate.

Indeed, where simulators are used to make decisions or to set policies, the
accuracy of their predictions is a key consideration. Given that the simulator
predicts a value y, how close do we expect this to be to the true real-world value
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z? Formally, z is uncertain and the challenge is to characterise or measure that
uncertainty. There are various factors contributing to prediction uncertainty
which we can characterise as parameter uncertainty and structural uncertainty.
Parameter uncertainty in the simulator outputs arises from uncertainty in the
inputs; that is, we are typically uncertain about the correct/best values to use for
the various inputs that the simulator needs, and this feeds through into uncer-
tainty about the predictions. Furthermore, though, even if we run the simulator
with the ideal values for all its inputs it will not predict reality perfectly because
no model is perfect; the discrepancy is due to structural uncertainty.

It may seem straightforward to assess structural uncertainty simply by com-
paring simulator outputs with reality. If we have enough observations of the
real process and corresponding simulator predictions we can indeed characterise
uncertainty by simple statistical computations. It is useful here to contrast
mechanistic models, which are the subject of this case study, with empirical
models. The latter are built simply by fitting some statistical relationship to
observations of the real process. Although structural uncertainty is a more com-
plex issue for empirical models than is generally acknowledged, the uncertainties
in the fitted parameters and the residual fitting uncertainty are available from
the statistical analysis. We refer to the type of models considered here as mech-
anistic because they try to represent the physical mechanisms which drive the
process being modelled, incorporating current scientific knowledge and under-
standing.

4.2 The Shec¢eld Dynamic Global VVegetation Model and
carbon flux

The Shec¢eld Dynamic Global Vegetation Model (SDGVM) (Woodward and
Lomas, 2004) is a member of a class of mechanistic process models that represent
the growth of vegetation. As a mechanistic model it tries to simulate all of the
relevant processes operating on the vegetation, including the following:

2 Growth through photosynthesis and the availability of sunlight, water,
warmth and nutrients.

2 The annual cycle of bud burst, growth, leaf drop and dormancy over winter
(with appropriate variation for evergreen plants).

2 Evolution of the soil through leaf drop, rainfall and decomposition.

In particular, SDGVM simulates the terrestrial carbon cycle, as carbon diox-
ide is taken from the atmosphere (sequestration) and converted to biomass and
free oxygen during photosynthesis, and is then released during respiration and
by decomposition of root and leaf matter in the soil. Tree death, decomposition
and recolonisation of empty spaces are also modelled, as is fire and harvesting
of crops, all of which have consequences for the carbon cycle. The net result of
carbon sequestration and release is the carbon flux, technically referred to as
Net Biosphere Production (NBP), and is one of SDGVM'’s principal outputs.
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As a global model, SDGVM operates on a relatively large scale, not con-
cerned with individual trees but with an area of land that is covered by a par-
ticular type of vegetation. Seven types of vegetation (plant functional types, or
PFTs) are simulated in SDGVM, of which four are present in England and Wales
— Deciduous Broadleaf trees, Evergreen Needleleaf trees, Grass and Crops. An
area with no vegetation or exposed soil is denoted as Bare (not strictly another
PFT) and does not have any carbon flux. As a dynamic model, SDGVM runs
iteratively in time, simulating the evolution of the vegetation and soils, and
producing time series of outputs, including NBP. The version of the simulator
used in this analysis operates on a daily time step.

The exercise upon which this case study is based was to estimate the total
carbon flux (NBP) over England and Wales during the year 2000. For this
purpose, the area of England and Wales was divided into 707 sites of 1/6t" degree
resolution in both latitude and longitude (so that each site covered an area of
about 200 square kilometres). Like most environmental models, it requires a
large quantity of input data. The principal inputs fall into the following groups.

2 \Vegetation parameters. For each of the four PFTs, a set of parameters
describe characteristic growth variables for that functional type.

2 Soil parameters. For each site, the soil is described by parameters such as
the percentage of sand.

2 Land cover parameters. For each site, the land cover is defined by the
proportion of its area that is covered by each of the four PFTs (with the
remainder being Bare).

2 Climate variables. For each site and each time point in 2000, the climatic
conditions are described by variables such as temperature and precipita-
tion.

All of these inputs are uncertain to a greater or lesser degree. We will
address uncertainty in each of the first three groups in sub-sections 4.4 to 4.6.
The weather in 2000 is of course a matter of record, but the climate variables
are subject to uncertainty because the data for a given site are obtained by
interpolation from the network of recording sites. Nevertheless, this uncertainty
was felt to be small and to be insignificant alongside the uncertainty in the first
three parameter groups. Accordingly, it was not considered in the analysis
reported here.

Other inputs, such as the area of each site, were not considered subject to any
uncertainty, and the initial conditions (obtained by ‘spinning up’ the simulator
over thousands of years to a stable state, prior to applying climatic forcing data
for the latter part of the 20th century) were also treated as fixed.

4.3 Sensitivity analysis and emulation

In common with many simulators, the task of specifying probability distribu-
tions for SDGVM inputs is made more di¢cult by their sheer number. The
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analysis will not be feasible unless we can reduce the dimensionality of the in-
put parameters. Fortunately, it is usually unnecessary to formulate all of the
distributions carefully because simulator output typically depends principally
on just a few inputs. The trick is to identify which inputs are primarily respon-
sible for the uncertainty in outputs of interest, whereupon we can either ignore
the uncertainty about the remainder, or assign them only very crudely elicited
distributions.

An important tool for identifying the influential inputs is sensitivity analy-
sis. Consider the overall uncertainty on simulator outputs (i.e. parameter un-
certainty) that is induced by input uncertainty. If we denote the simulator by 7,
so that y = n(x) is the output from the simulator when given inputs z, then we
indicate that x is uncertain by writing it as a random variable X. The output
is also uncertain, denoted by Y = n(X). There are various forms of sensitivity
analysis, but one widely used and powerful approach is variance-based sensitiv-
ity analysis which calculates what proportion of the output variance v = var(Y)
is attributable to uncertainty in each of the components of the input vector X.

Consider the first input X;. If its value were known to be x; then this
would generally reduce the uncertainty in Y; denote its new value by v® =
var(Y j X; = x1). We do not actually know the value of X; but we can assess
how much learning its value would reduce uncertainty on average, by subtracting
the expected value of v® from v. The sensitivity index for X; is thus defined to
be the proportional reduction

si =Ffv j Evar(Yj X;)] g /v.

The i-th input X; can be said to have very little influence on the output if its
sensitivity index S; is small.

However, the simulator will generally be complex and highly nonlinear in its
inputs, so that we have to consider the possibility of interactions between the
eoects of dicerent inputs. Interaction here is a similar concept to interaction
between factors in conventional analysis of variance; the influence of input X;
may be greater or less (or dicerent in other ways) when X; is set at dicerent
values. Even if X; has little influence overall (small S;) it can have more influence
through interaction with other inputs. Whereas the sensitivity index of X, is
the amount of uncertainty about Y that we expect to be removed if we were to
learn X, its total sensitivity index is the proportion of uncertainty that would
remain if we were to learn the values of all the other inputs:

t; = E[var(Yle,Xz, - 7Xii17Xi+ly .. )]/V .

With interactions it can be shown that ¢; will be larger than s; (at least in the
case where the inputs are all independent), and so it is safer to identify X; as
having little influence only when ¢; is small.

These sensitivity indices are a valuable tool for separating the important
inputs from the unimportant ones, whereupon we can concentrate on specifying
uncertainty on the important inputs. Uncertainty about the unimportant inputs
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can be ignored or specified only crudely. However, there arises the question of
how to compute these measures.

One standard method is Monte Carlo. To evaluate v, for instance, a large
number of random X vectors are sampled from the specified (joint) distribution
and n(X) is evaluated for each sampled X. Then the estimate of v is the
sample variance of these n(X) values. Similarly, the second term in the formula
for s; can be computed by a nested sampling scheme in which X is fixed at a
sampled value and then var(Y j X;) is evaluated from joining that X; to many
randomly sampled values of the remaining inputs and computing the variance
of the resulting n(X) values; then this is repeated for many X, values and
the variances averaged to give E[var(Y jX;)]. The problem with the Monte
Carlo approach is the very large number of runs of the simulator to evaluate
all the dizerent n(X) values. For anything but the simplest simulators, doing
sensitivity analysis this way involves an impractical amount of computation
time.

Various improved sampling methods have been proposed to increase the
eCciency of Monte Carlo (see Saltelli et al, 2004) but there is also a very powerful
alternative to Monte Carlo. This is to build an emulator. Formally, an emulator
of a simulator represented by the function n(t) is a probability distribution for
the function. It is built using a training sample of simulator runs. Let the
sample be y1 = n(x1), y2 = n(x2), ...,y = n(x,). That is, the training sample
comprises the outputs y1, 1>, . . ., ¥, from n digerent inputs z1, z», ..., z,, called
design points. The training sample tells us what the output from the simulator
will be when we run it at the design points. The emulator allows us to estimate
from these data what the simulator will produce at any other input z.

In this way, the emulator can serve as a fast surrogate for the simulator.
We could, for instance, now apply the Monte Carlo method to evaluate overall
uncertainty v and various sensitivity indices, using the emulator’s estimates
for n(x) instead of running the simulator itself at all of these inputs. As long
as computing the emulator’s estimates is very fast, using the emulator as a
surrogate for the simulator in this way will allow all kinds of complex operations
that would have been impossible using the simulator itself. However, such a
procedure clearly does not compute v or any other quantity of interest exactly,
no matter how large a Monte Carlo sample we draw, because the emulator is
not a perfect substitute for the simulator. It computes an estimate. A number
of ways of producing fast surrogates for a simulator have been proposed, and
are often referred to as meta-models, but we reserve the word ‘emulator’ for a
particular type of statistical meta-model.

An emulator is more than just a way of computing an estimate for n(x) at
any x. As mentioned before, it is a full probability distribution for the function
n(¢), and in particular at any z it provides a probability distribution for n(x). We
can regard the mean of this distribution as the emulator’s estimate of n(x), but
the variance gives a measure of uncertainty around that estimate. An emulator
should provide estimates and variances that reflect what is known about the
simulator. For instance, at the design point x; we know 7n(z;), so the emulator’s
mean for n(x;) should be y; and its variance should be zero. At other points,

21



the variance of n(z) will depend on how far it is from a design point. Close
to design points, we ‘almost’ know 7(x) but further away our uncertainty is
larger. Given that the emulator includes an expression of uncertainty we can go
beyond simply using the emulator as a fast surrogate to compute an estimate of
a quantity such as v or s;. We can provide a statistical measure of uncertainty,
a variance, for that quantity (or even in principle a whole distribution). The
emulation variance expresses the uncertainty about the quantity of interest due
to using an emulator rather than the simulator itself. In general, the larger the
training sample, the smaller will be the emulation uncertainty.

The most widely used form of emulator is based on a Gaussian process. A
tutorial on Gaussian process emulators is given by O’Hagan (2006) and more
detailed specifications and advice on building emulators can be found in the
MUCM toolkit — www.mucm.ac.uk/toolkit. MUCM (Managing Uncertainty
in Complex Models) is a large research project funded by Research Councils
UK to develop emulator technology; more information can be found on the
MUCM website (www.mucm.ac.uk).

Theory for carrying out sensitivity analysis using emulators was presented
by Oakley and O’Hagan (2004). Sensitivity indices, computed by emulation,
formed an important component of the case study. We now turn to the task of
specifying probability distributions for the uncertain parameters of SDGVM.

4.4 Direct elicitation for vegetation parameters

In SDGVM, each PFT represents a type of vegetation sharing similar growth
properties. These are represented by each PFT having its particular values for
a number of parameters. Some examples are

2 | eaf lifespan: maximum number of days before leaves are shed.

2 Minimum stem growth: minimum growth in a year for a plant to remain
viable.

2 Seeding density: average number of seeds per square metre.

2 Budburst limit: maximum number of degree-days before budburst occurs.

All of these parameters are unknown. They may have been measured empir-
ically for some individual species that fall within a particular PFT but certainly
not for all such species (e.g. for oak and beech but not for all deciduous broadleaf
species), and even where measurements are available they are subject to obser-
vation and sampling errors. Indeed, given that a parameter like leaf lifespan
will have dizcerent typical values for dicerent species within a PFT, its value for
the PFT as a whole is more loosely defined. We can think of it as an average
value, averaged over the species in that PFT, but clearly not all species will be
equally represented in England and Wales as a whole, or within one of the 707
sites to which SDGVM is applied. We elicited the knowledge of Professor lan
Woodward, who is an expert on these parameters and the designer of SDGVM.
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The ‘true’ or ‘best’ value for a parameter in a PFT depends on the site,
because it depends on the mix of species present in that site. So in principle we
need to elicit a joint distribution for all the PFT parameters at all the 707 sites.
This is only feasible by focusing the elicitation on the key uncertainties. The
elicitation was conducted in two stages. First, for each PFT, a simple range of
possible values was elicited for each parameter at a single ‘typical’ site. Normal
distributions were assigned with the bulk of their probability within these ranges
and other inputs fixed at nominal values. Emulators were built for NBP output
at the chosen site assuming the site was covered with each of the PFTs, and
sensitivity analysis performed to identify the most influential parameters for
each PFT. Figure 1 shows some of the sensitivity plots for parameters of the
Deciduous Broadleaf PFT. These are plots of E[var(Y j X;)], known as the main
eoect of X;. A flat graph such as that for the leaf mortality index is associated
with a small sensitivity index and denotes a relatively non-influential parameter.
In contrast, we see that the graph for soil sand percentage has more variation and
so will be associated with a relatively large sensitivity index. We can identify
influential inputs from the sensitivity indices alone, but the graphs show not
only which inputs matter but how they acect the output. They will often serve
to raise questions about whether the simulator has face validity; for instance,
it was sensible to check that the soil sand percentage graph accords with the
experts’ intuition.

= =
3 L=
ol o

' L1l AR Ll

it ook =
] =
o =
=] =
(] I.'\I
S S

100 160 200 2E0 300 J.000 0004 0008

leaf lifa 2pan [days) laa® maorality indes
] =
= =
L) [

1 [
L= | [
] (=
ol 2
20040 59 an 1020 30 40 BOEo
g2il sand%, ooil © avs

Figure 1. Main exect plots for four deciduous broadleaf parameters. Emulated
means (solid lines) and 95% bounds (dashed)
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In the second stage, more careful elicitation was carried out for each of the
influential parameters. One case in which this yielded a substantially dicerent
distribution from the initial elicitation was the leaf lifespan for the Evergreen
Needleleaf PFT. Whereas leaf lifespan is always less than a year for deciduous
trees, evergreen leaves can last for several years before dropping. The initially
elicited range went from less than two years to more than four, so that a normal
distribution was assigned across this range with a large variance. In the second
stage, it became clear that leaves would generally drop in the summer or autumn,
but not in winter or spring. This multimodal distribution in Figure 2 was elicited
by elaborating in terms of the number of growing seasons (integer number of
years) and the time within the growing season (the fractional part of the length
in years), which were judged independent.
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Figure 2. Distribution of leaf lifespan (in days) for Evergreen Needleleaf trees

There remained the question of converting individual distributions into a
joint distribution across parameters and sites. The expert judged dicerent pa-
rameters to be independent, but values of the same parameter at dicerent sites
would clearly be related. Correlations were assigned by asking the expert to
think about how much the parameter values might dicer at an individual site
from the national average (which was a matter of thinking about how species
mix might vary from site to site), and to assess his uncertainty about a national
average value. This is based on the hierarchical elaboration at the beginning of
Section 3.3. The variance of each X; (parameter value at a site) is the variance
of the national average M plus the variance of D;, which represents how much
parameter values vary from site to site. The covariance between X; and X is
the variance of M, from which we can deduce correlations.

In the case of Evergreen Needleleaf leaf lifetime, correlations were separately
considered for the number of seasons and time within season. Further details
of the vegetation parameters elicitation exercise can be found in Kennedy et al
(2008).

4.5 Elaboration for soil parameters

The UK is fortunate in having detailed soil maps (although the primary reason
for the case study being limited to England and Wales was di€culty in obtaining
access to the Scottish data), with data on all the key parameters being available
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for pixels of size 1 kilometre squared. Estimates could therefore be obtained
simply by aggregating these maps to the level of SDGVM sites. For instance,
one influential soil parameter is the sand percentage, and an estimate of sand
percentage for the whole site could be obtained by averaging the percentages
in all the pixels within the site. However, there is uncertainty regarding the
accuracy of such values. First, the raw data have measurement and sampling
errors, but more significantly, the average over the site may not be the best
value to use in SDGVM because of nonlinearity in the simulator output. For
instance, although the bulk of the site may have low sand content, the parts
with higher sand percentage may contribute disproportionately more (or less)
NBP.

Uncertainty regarding the aggregated parameter values is related to the vari-
ance of the pixel estimates within each site, for both the principal components
of uncertainty. The component of uncertainty due to sampling and measure-
ment error is naturally described by the within-site sample variance divided by
the number of pixels (although will be inflated because the pixel values are not
independent). And the uncertainty due to simulator nonlinearity will also be
greater the more variability there is in parameter values across the site. We
can elaborate the task of setting a probability distribution for the site-level
parameter in a given site in terms of the true aggregate value in the site and
the dicerence between the correct SDGVM parameter setting and that true ag-
gregate value due to nonlinearity. Uncertainty about the first component was
derived mechanically as a normal distribution with mean equal to the sample
average and variance equal to the sample variance divided by sample size. Ex-
pert judgement (of soils expert Dr. Andreas Heinemeyer) was used to assign
normal distributions on the second component with variances equal to half the
within-site sample variance.

The quality of the data in this case meant that it was judged that values
in dicerent sites and/or for dicerent soil parameters would be independent.
It may be noted that the assumption of independent normal distributions for
proportions that are necessarily in the range 0 to 1 and must sum to less than 1 is
strictly inappropriate, but a more technically correct analysis based on Dirichlet
distributions produced essentially identical results. Further details can again be
found in Kennedy et al (2008).

4.6 Bayesian analysis for land cover parameters

A high-resolution map also exists for land cover over England and Wales, the
LCM2000 (Haines-Young et al, 2000), which classifies land cover in one of 26
classes for 25 metre square pixels. The 26 classes were mapped to SDGVM'’s 4
PFTs and aggregated to SDGVM site level to produce percentages of each PFT
in each site. This is similar to the soil data, but in this case the raw data are more
complex. LCMZ2000 is produced by satellite observation and its classification is
imprecise. Another dataset, the CS2000 (Fuller et al, 2002) compares LCM2000
land cover with ground truth at a sample of locations, producing a table cross-
tabulating LCM2000 class versus truth. This is known in the field as a confusion
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matrix. Not only does this allow us to quantify the magnitude of errors in the
site aggregate percentages, but it also reveals a degree of bias.

A Bayesian statistical model was developed by Cripps et al (2008) to make
statistical inferences about true land cover based on LCM2000 data and the
CS2000 confusion matrix. This allowed us to formally express uncertainty about
land cover at the SDGVM site level across England and Wales as a joint posterior
distribution. The distributions for these parameters in our case study were
therefore specified using Bayesian analysis. Instead of eliciting distributions
directly, we needed to consider distributions for the parameters in the Bayesian
model. These included LCM2000’s underlying mis-classification rates and true
land cover at each LCM2000 pixel. Prior distributions were required for these,
but in both cases the data are substantial enough to make prior information
more or less irrelevant. It was therefore acceptable to use standard weak prior
distributions rather than to elicit prior information formally. However, one
component of the model required expert prior judgement.

CS2000’s confusion matrix provides strong information about how often,
for instance, a pixel which is truly ‘bracken’ is mis-classified as ‘dwarf shrub
heath’, but it contains no information about spatial correlations in the mis-
classifications. For instance if a ‘bracken’ pixel is mis-classified as ‘dwarf shrub
heath’, how probable is it that a neighbouring ‘bracken’ pixel will be similarly
mis-classified? Neighbouring pixels are most probably classified from the same
satellite image, in the same light conditions at the same angle, so it was believed
that such spatial correlations could be substantial. Without any data to inform
these correlations, expert judgement was essential. However, this was a poten-
tially diccult elicitation task involving many dicerent kinds of mis-classification.
Cripps et al (2008) describes how this was reduced to a single judgement of a
parameter d which controlled the site-level eaect of such correlation.

4.7 Results

Having formulated probability specifications for SDGVM inputs across the 707
sites, the final part of the case study was to propagate that uncertainty through
the simulator and to analyse the resulting uncertainty in the NBP output. The
total NBP aggregated across England and Wales represents the net amount of
carbon dioxide removed from the atmosphere by the region’s vegetation in the
year 2000. This is one important factor mitigating the emissions of greenhouse
gases in the UK, and so has implications for the climate change debate. The
overall results are reported in Harris et al (2010), together with technical details
about the emulation and sensitivity analysis computations.

Figure 3(a) shows the standard deviation of NBP at each site, i.e. the total
uncertainty due to all sources. Figure 3(b) shows the standard deviation due
to land cover uncertainty alone. Notice the dicerent scales for the two graphs.
The uncertainty due to land cover is typically much smaller than the overall
output uncertainty.

The estimated total NBP was 7.46 MtC, with a standard deviation of 0.54
MtC. The sensitivity analysis showed that the percentages of overall NBP un-
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certainty decomposed into 89% due to uncertainty in vegetation and soil para-
meters and just 4% due to land cover uncertainty. The remaining 7% was due
to emulation and interpolation, i.e. to the fact that we used emulation and other
statistical techniques because the complexity of SDGVM meant it was totally
impractical to run it thousands of times at every site.

(@) (b)
Figure 3. Standard deviation of NBP plotted by pixel: (a) due to all
uncertainty sources; (b) due to land cover uncertainty

5 Conclusions

Expert judgement regarding uncertain quantities is an important source of in-
formation in a variety of contexts. The appropriate way to capture the expert’s
knowledge and beliefs is in the form of a subjective probability distribution, and
this is the form required in several contexts, including prior distributions for
Bayesian analysis, quantities acecting the utility in decision problems or inputs
to computer simulation models. The process of formulating expert knowledge
in probabilistic form is known as elicitation. Section 2 has provided an overview
of the techniques of elicitation, with the following key recommendations.

2 Where expert judgement is required in order to quantify knowledge about
some uncertain quantity or quantities X, it is useful to identify three
principal approaches. Direct elicitation asks the expert(s) directly for
judgements about X. Elaboration represents X in terms of some other
uncertain quantities Y and asks the expert(s) for judgements about Y
(by direct elicitation). Bayes’ theorem is a particular elaboration that is
succiently important to be recognised as a distinct approach. It identifies
particular data Z and elicits expert judgements about X prior to receiv-
ing the data, and about the relationship between X and Z (using direct
elicitation or further elaboration). The case study in Section 4 illustrates
these three approaches.
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2 Expert knowledge can be a highly valuable source of information, but
the quality of expert judgements depends on the care and expertise that
is employed in their elicitation. A formal elicitation process based on
research and recognised good practice in the field is recommended, in
order to obtain elicited distributions that accurately reflect the expert’s
knowledge.

2 An elicitation protocol should cover all the stages of the elicitation process.
One way to characterise the dicerent stages is (1) recruitment of experts,
(2) orientation and training of the experts, (3) formal definition of quan-
tities to be elicited, including elaboration to relate these to the quantities
of interest, (4) initial elicitation of judgements and fitted distributions,
(5) feedback to promote critical review of judgements, with revision of
those judgements where appropriate, (6) creation of an agreed record of
the elicitation agreed.

2 |t is often important to synthesise the knowledge of several experts, in or-
der to maximise the information or to ensure coverage of a range of expert
opinion. Although some authorities on elicitation are happy to elicit dis-
tributions separately from a number of experts and then to combine these
distributions using a mathematical aggregation rule, we advocate the ap-
proach of group elicitation. Eliciting a single consensus distribution from
a group of experts has the advantage of allowing them to share opinions,
discuss interpretations of relevant evidence, etc., and avoids the more or
less arbitrary choice of an aggregation rule.

2 |In direct elicitation of a distribution, one can realistically only elicit a rela-
tively small number of judgements from the expert(s). Research indicates
that experts can more reliably assess probabilities than distribution sum-
maries such as the mean, variance or other moments. Quantiles are often
elicited, such as the median, or probability intervals. However, experts do
not assess extreme quantiles or intervals with high coverage (such as 90%
or 99% intervals) well.

2 Having elicited a small number of probability judgements, a distribution
from some convenient parametric family is then fitted to these elicited
values. In practice, the choice rarely matters because all distributions
having plausible shape (unimodal and not too heavily skewed) that fit the
elicited values will be similar. Furthermore, in most situations for which
elicitation is employed as an input to some analysis or decision-making,
the result typically depends only on the location and spread of the distri-
bution, which should be fixed quite tightly by the elicited probabilities.
Nevertheless, it is important to test the appropriateness of a fitted distri-
bution using over-fitting and/or feedback.

2 Where it is felt that a conclusion may be sensitive to small changes in
the elicited distribution, the choice of fitted distribution may matter, as
may the fact that the experts’ judgements are also inevitably subject to
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imprecision. This can be assessed informally by varying the distribution
consistent with the elicited values (and with allowance for imprecision in
those values). It may also be assessed more formally, but care is needed.
Methods such as imprecise probabilities or interval analysis will tend to
overstate the consequences of imprecision because they do not allow for
the reasonable judgement that probabilities and distributions close to the
stated and fitted values are more plausible than those at the extremes of
the allowed ranges.

Section 3 introduces elaboration, a generic technique for simplifying elicita-
tion tasks. Elaboration is the process of constructing a probability distribution
for an uncertain quantity X by expressing it in terms of distributions for other
quantities that may be easier to elicit directly. It is acknowledged that partic-
ular forms of elaboration are far from new, and indeed have been commonly
practised in some contexts, but it is argued that the general concept has not
been previously identified.

Elaboration usually expresses X in terms of two of more other uncertain
quantities, but the task of eliciting a joint distribution for these is unlikely to be
much simpler than direct elicitation of X unless these quantities are judged by
the expert to be independent. The more powerful forms of elaboration exploit
underlying independences, and in fact elaboration is particularly useful when
used to express several non-independent quantities in terms of others that may
be judged independent.

Elaboration is a very flexible concept and any taxonomy is likely to be in-
complete, but the following forms of elaboration are identified here.

2 Elaboration by information sources is based on the idea that it is easier
to elicit a distribution for a quantity if the evidence for it is simple, and
particularly if it derives from a single source. Where several sources of
information are relevant, it may be that each provides evidence relating
to a dizerent aspect or part of the problem. It may then be feasible to
express X in terms of quantities each of which is informed by a single
source (or at least fewer sources). Furthermore, where each component
quantity is informed by dicerent sources the expert may reasonably judge
them to be independent. Bayes’ theorem is a form of elaboration by
information sources, separating the roles of prior information and data.
In Example 1 (nitrate pollution) several information sources are separated
by the elaboration.

2 There are several ways to use elaboration to address dependence between
quantities of interest. The simplest form of elaboration for independence
transforms the quantities X into the same number of other quantities Y
but such that the elements of Y may be judged independent. Example 2
(two drug treatment exects) is a simple example of this form of elaboration
in which the eoect of a new drug is expressed relative to the ecect of the
established drug.
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2 Hierarchical elaboration is a more general kind of elaboration for indepen-
dence based on identifying an underlying or ‘latent’ quantity (or quan-
tities), uncertainty about which is the cause of correlation between two
or more quantities of interest. The elaboration is in terms of the latent
quantity and other quantities (such as ratios or dicerences) expressing the
relationship of the quantities of interest to the latent quantity. Example
2 could be dealt with hierarchically by identifying the ecect of the sample
of patients recruited to the trial as a latent quantity and then express-
ing both drug exects relative to this common factor. In Example 3 (bird
abundance) the abundance of three bird species is elaborated in terms of
a latent quantity which is the combined abundance of all species.

2 There is a close relationship between hierarchical elaboration and hierar-
chical Bayesian modelling, and indeed there are counterparts in elabora-
tion of all kinds of statistical models. Two more complex examples are
presented to illustrate the use of parametric and nonparametric elabora-
tion. Example 4 (dose-response) concerns elicitation of a dose-response
relationship for a new drug, where the assumption of a standard dose-
response model, such as probit model, could be made. Discussion of Ex-
ample 5 (groundwater permeability) suggests a combination of several
dicerent model components. Elaboration through models has the power
to reduce very complex elicitation tasks to a few components. However,
it is important to recognise that models (even, to some extent, nonpara-
metric models) will typically constrain the possible distributions that can
be derived for X, and may entail some sacrifice of information.

The use of models also blurs the distinction between elaboration for elici-
tation and more familiar kinds of modelling. In some contexts, it is usual for
modelling to take place before and outside the elicitation task, so that the quan-
tities of interest for which elicitation is required are already a simplification of
other quantities which are the real focus of the motivating analysis. Even in such
cases, further elaboration may be useful. Example 6 (nuclear waste disposal)
illustrates these ideas.

Section 4 presents a case study that demonstrates some of the variety of
ways that are used to specify uncertainty in unknown inputs to mechanistic
models. Mechanistic models (also known as process models or science-based
models) are an example of where extensive modelling has already expressed
some quantities of interest (the model outputs), usually through a complex
system of equations, in terms of other quantities, the model inputs. In order to
characterise uncertainty about the outputs, we need (a) to elicit distributions
for the inputs and then (b) to propagate that uncertainty through the model.
Both tasks can be very demanding. We describe how the process of building
and using emulators plays a key role in facilitating uncertainty and sensitivity
analyses of model outputs. When it comes to specifying probability distributions
for uncertain inputs, elaboration often plays an equally important role.

Our case study concerns assessing the impact of vegetation on atmospheric
carbon dioxide using the She¢eld Dynamic Global Vegetation Model (SDGVM).
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The model has a great many inputs, and dicerent approaches were used to elicit
distributions for dicerent groups of parameters.

2 Uncertainty about parameters describing the behaviour of dicerent types
of vegetation was specified by direct elicitation.

2 For parameters describing the composition of soils, there was substantial
evidence in the form of soil maps. However, whilst these maps provided
point estimates of soil composition specifying the uncertainty about such
estimates was more di¢cult. A simple elaboration employed expert judge-
ment to quantify uncertainty about one component of the aggregated pro-
portions.

2 There is uncertainty also about what kinds of vegetation are present, and
in what proportions, at any given site. Here we had good data in the form
of a satellite-derived land-cover map and a ‘confusion matrix’ obtained by
comparing the satellite assessments of land cover with ground truth on a
sample of sites. Bayes’ theorem was used in this case.

Recognition and elicitation of input uncertainty in this case study showed
that the simple estimate of carbon flux obtained by plugging best estimates of
all parameters into SDGVM almost certainly gave an optimistic picture of how
eoective the vegetation in England and Wales was in the year 2000 as a carbon
sink.
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